ABSTRACT

The availability of massive geo-annotated social media data sheds light on studying human mobility patterns. Among them, periodic pattern, i.e., an individual visiting a geographical region with some specific time interval, has been recognized as one of the most important. Mining periodic patterns has a variety of applications, such as location prediction, anomaly detection, and location- and time-aware recommendation. However, it is a challenging task: the regions of a person and the periods of each region are both unknown. The interdependency between them makes the task even harder. Hence, existing methods are far from satisfactory for detecting periodic patterns from the low-sampling and noisy social media data.

We propose a Bayesian non-parametric model, named Periodic REgion Detection (PRED), to discover periodic mobility patterns by jointly modeling the geographical and temporal information. Our method differs from previous studies in that it is non-parametric and thus does not require priori knowledge about an individual’s mobility (e.g., number of regions, period length, region size). Meanwhile, it models the time gap between two consecutive records rather than the exact visit time, making it less sensitive to data noise. Extensive experimental results on both synthetic and real-world datasets show that PRED outperforms the state-of-the-art methods significantly in four tasks: periodic region discovery, outlier movement finding, period detection, and location prediction.

1. INTRODUCTION

The wide availability of geo-annotated social media data, such as tweets, Foursquare check-ins and Instagram photos, enables us to discover various mobility patterns [4, 27, 51, 54, 55, 58]. Among them, periodic mobility pattern has long been considered as one of the most important. Periodic mobility pattern, loosely defined as the repeating activities at certain locations with some time interval [27], can be observed virtually on each person. For example, a person may have breakfast in a region with several coffee houses every morning. This person may also shop in and then have dinner around a supermarket every Friday evening (Figure 1). In such cases, the coffee house region and the supermarket region are the two regions where the user exhibits periodic visiting behavior, with Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
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Figure 1: The historical geo-annotated records of a person

periods of one day and one week, respectively. Discovering periodic behaviors can help us better understand users’ mobility as well as enhance an assortment of applications, such as anomaly detection, location prediction, location- and time-aware recommendation [50]. For example, based on the periodic pattern, we can detect the person’s show-up in the coffee house region at 11:06 PM as an unusual movement; we can also anticipate that the person is highly likely going to visit the supermarket region on Friday evening, and recommend a nearby restaurant to her.

However, it is challenging to discover periodic mobility regions of a user from her social media records, each of which contains geo-coordinates and time information. The reasons are three-fold. First, we have only GPS records with time information, but neither regions nor periods are known. It is difficult to discover which set of records from a user’s social media should comprise a periodic region. Second, different users may have different numbers of regions, e.g., a student may have one region at her campus, and a businessperson may have more regions including home, office, shopping regions. A user may also whimsically visit locations out of regular regions (geographical irregularity, e.g., the amusement park in Figure 1). Detecting irregular visits and discovering a proper number of regions to model an individual’s mobility are non-trivial. Third, the irregular, low-sampling and short-span natures of social media data make it difficult to discover periods of regions: i) users usually do not strictly follow periods, i.e., she might skip one visit or visit the region at a different time (temporal irregularity, e.g., 11:06 PM at the coffee house region in Figure 1); ii) a user is unlikely to post about each activity on social media at every visited location (low-sampling rate e.g., visits on August 4, 6, and 7 are missing even if she visits the coffeehouse every morning); iii) the spans of most users’ records are usually very short, e.g., less than one year.

In this paper, we study the problem of discovering periodic regions of social media users, i.e., the geographical regions which a user visits periodically. Our goal is to automatically discover a proper number of regions for each individual as well as associated visiting periods. Existing studies, however, cannot address this task. Some studies [4, 41, 51] assume both the number of a user’s regions and the period of each region are known in advance,
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2. RELATED WORK

In this section, we review existing studies on mobility modeling, location prediction, and periodicity detection.

2.1 Mobility Modeling & Location Prediction

A number of studies have been proposed to model user mobility behaviors. Brockmann et al. [2] find human mobility behavior can be approximated by a continuous-time random-walk model with long-tail distributions. Gonzalez et al. [14] find that users periodically return to a few previously visited locations, and the mobility of each user can be modeled by a stochastic process centered at a fixed point. Cho et al. [4] observe that the mobility of each user is centered at several regions, and the probability that a user stays at a region is influenced by time. They propose a generative model, Periodic Mobility Model (PMM), which predicts a user’s location by estimating the regions in which a target user most likely stays at a target time. Tarasov et al. [41] follow this paper and model a region by radiation model [40]. Isaacman et al. [19] examine spatiotemporal distributions of people’s call records data to study people’s mobility at a metropolitan scale. Deb et al. [5] and Zhang et al. [55] employ the Hidden Markov Model to extract latent semantic locations. Wang et al. [44] propose a hybrid mobility model that combines regularity and conformity of human mobility. Jiang et al. model human dynamic behaviors with tensor method [20] and Minimum Description Length principle [21]. None of these studies are capable of detecting true periods. In contrast, we focus on detecting unknown periods and unknown regions in which the periodic behaviors occur.

Location prediction that aims to predict the geo-location of an individual at a specific time has attracted much research attention due to its wide applications in recommendation, targeting advertising [57], etc. Most of existing studies are proposed to predict the next location of a user given her current location, under the framework of Hidden Markov Model (HMM) [3, 32, 48], trajectory pattern mining [34], Hierarchical Pitman-Yor language model [12], regression model [36], Factorized Markov Chain [10], Recurrent Neural Network [30]. However, the periodic mobility behavior enables us to predict the location of a user at any time. Several methods on this topic have been proposed by employing HMM [38], decision tree [33], topic model [51, 53], radiation model [41], matrix factorization [29], gravity model [44], and discrete choice model [24], but they require either social links [38, 41] or venues [24, 29, 33, 38, 44, 51] as the input. The requirements also exist in the studies on next location prediction [3, 10, 12, 30, 36, 48]. However, social links of individuals are not always available, and locations are often represented by geo-coordinates instead of venues (e.g., in Twitter). PMM [4] and its variation [41] are the most generic approaches to location prediction, but they assume that users’ visiting periods are known in advance.

2.2 Periodicity Detection

There has been extensive research work [15, 16, 43, 45, 46] on mining periodic patterns from sequence data. Han et al. [15, 16] propose to find the periodic patterns that appear frequently in a given itemset sequence. Their introduced partial periodic patterns are later extended in different ways [43, 45, 46]. Despite the inspiring results, these pioneering studies focus on efficiency.

Researchers have also proposed methods for detecting periods by employing autocorrelation (ACF) [1, 7–9], chisquared test [31], max subpattern tree [39], suffix tree [37], pattern combination [35], projection [47], Lomb-Scargle periodogram [13], and the combination of ACF and FFT [42]. Nevertheless, methods above are designed for the sequence data with relatively high sampling rate,
### Table 1: Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_u,</td>
<td>D_u</td>
</tr>
<tr>
<td>$R_u$</td>
<td>the set of regions of user $u$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>multinomial distribution of regions</td>
</tr>
<tr>
<td>$\mu_r, \Sigma_r$</td>
<td>mean and covariance matrix of Gaussian distribution over geo-coordinates of region $r$</td>
</tr>
<tr>
<td>$\nu_r, \sigma_r^2$</td>
<td>mean and variance of Gaussian distribution over time specific to region $r$</td>
</tr>
<tr>
<td>$T_r$</td>
<td>period of region $r$</td>
</tr>
<tr>
<td>$d_i$</td>
<td>record $d_i = {t_i, t_i}$</td>
</tr>
<tr>
<td>$l$</td>
<td>geographical coordinates</td>
</tr>
<tr>
<td>$t, t_{i,j}$</td>
<td>time point, the $i^{th}$ time point assigned to $r$</td>
</tr>
<tr>
<td>$tg(t_i, t_j)$</td>
<td>gap time between records $d_i$ and $d_j$</td>
</tr>
<tr>
<td>$e_{i,j}$</td>
<td>time remainder of the gap time $tg(t_i, t_j)$</td>
</tr>
<tr>
<td>$c_{i,j}$</td>
<td>period count of the gap time $tg(t_i, t_j)$</td>
</tr>
<tr>
<td>$S$</td>
<td>Observation sequence</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>hyper parameter for Chinese Restaurant Process</td>
</tr>
<tr>
<td>$\nu_0, \lambda_0, \gamma_0, \psi_0$</td>
<td>Normal-Wishart prior for $\mu_r$ and $\Sigma_r$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>spatial noise rate</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>temporal noise rate</td>
</tr>
<tr>
<td>$\delta$</td>
<td>sampling rate</td>
</tr>
<tr>
<td>$n$</td>
<td>number of period segments in the observations</td>
</tr>
</tbody>
</table>

1. A user’s mobility centers at several personal geographical regions, e.g., home region, shopping region, working region, etc., and the user tends to visit places within these regions.

2. A region may have a visiting period, e.g., 1 week for shopping regions, and 1 day for dining regions.

3. If a region has a periodic visiting pattern, the gap time between its consecutive visiting records should approximate to a multiple of its period.

Note that we can always get a visiting period for a region even if there is no periodic visiting behavior on it, but the detected periods will be very large, and the supports will be small. Thus, such regions are not supposed to have periodic visiting patterns. Following the settings of previous studies [4, 27], we assume each region has only one visiting period (if there are multiple periods, the overall period will be their least common multiple). This suggests that the geographical and temporal information can cooperate for region discovery. In fact, we believe it is important to exploit spatial and temporal information jointly. On the one hand, if we discover regions first based on the geo-coordinates only, it is difficult to estimate the periods if two regions are close in distance but have different periods; on the other hand, if we only consider time in the first step, it is hard to detect all possible periods because all periods are interleaving with each other, mixed with noise.

How to determine the number of personal regions is a crucial problem. Most existing topic model based studies assume all users share the number of regions, and the region number is known [4, 17, 49, 51]. In real world, however, different users may have different numbers of regions, and it is difficult to tell the numbers in advance. For example, a student may have only one region (campus), but a white collar may have more regions for working, dining, shopping, etc. Although kernel based method [27] can detect regions from data, how to set kernel bandwidths and how to determine threshold to filter noise remain unsolved.

In this paper, we utilize the Dirichlet Process to generate the regions. A well-known metaphor is the Chinese Restaurant Process (CRP), a stochastic process in which customers select seats at a restaurant with an infinite number of tables. The first customer randomly selects a table to sit, while the other customers can either sit at a new table or select an occupied table with probability proportional to prior $\alpha$ and the number of customers at an occupied table, respectively. We employ CRP to cluster records into regions, which can automatically estimate the number of regions. From the geographical perspective, a region $r$ is modeled by a bivariate Gaussian over the latitude and longitude coordinates, parameterized by the mean vector $\mu_r$ and covariance matrix $\Sigma_r$. The probability that region $r$ generates location $l$ is:

$$ P(l|r) = \mathcal{N}(l|\mu_r, \Sigma_r) $$

It is more complicated to model time. Most existing studies [4, 51] assume the visiting period of a place is known, e.g., 24 hours, and use Gaussian distribution to model the visiting time within each periodic segment. However, such methods are not able to estimate the actual periods. Thus, if the defined period is not true (e.g.,

### Table 2: Time Example

<table>
<thead>
<tr>
<th>ID</th>
<th>time</th>
<th>exact time</th>
<th>gap</th>
<th>remdr.</th>
<th>ct.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_1$</td>
<td>D1 8:30 AM</td>
<td>8:50</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>$d_2$</td>
<td>D2 8:15 AM</td>
<td>32.25</td>
<td>23.75</td>
<td>23.75</td>
<td>1</td>
</tr>
<tr>
<td>$d_3$</td>
<td>D3 8:36 AM</td>
<td>56.60</td>
<td>24.35</td>
<td>24.35</td>
<td>1</td>
</tr>
<tr>
<td>$d_4$</td>
<td>D4 8:30 AM</td>
<td>104.50</td>
<td>47.90</td>
<td>23.90</td>
<td>2</td>
</tr>
<tr>
<td>$d_5$</td>
<td>D5 8:42 AM</td>
<td>176.70</td>
<td>72.20</td>
<td>24.20</td>
<td>3</td>
</tr>
</tbody>
</table>
the remainders (rmdr.) fall around the period again. This suggests
However, if some records are missing (day 4, 6 and 7), the gap

1 week for shopping region), these methods will make mistakes
(predict that the user will go shopping every day).

In this paper, instead of modeling the exact visiting time, we model the gap time between consecutive records. Our key insight is, if there is a periodic visiting pattern, the gap time between every pair of consecutive records should approximate to a multiple of its period. To see this, recall the person who always visits a coffee-house region. If there is a periodic visiting pattern, the gap time between every pair of visiting records will be a constant multiple of the period. To see this, recall the person who always visits a coffee-house region at 8:30 AM everyday (records are shown in Table 2). Obviously, the period is 24 hours. If the user rigidly goes to the coffee-house every morning and reports her visits (e.g., d1, d2 and d3 for day 1 to day 3), and the gap time (gap) is around 24 hours. However, if some records are missing (day 4, 6 and 7), the gap time (47.90 and 72.20) does not center around the period any more. Nevertheless, if we divide the gap time by the period (24 hours), the remainders (rmdr.) fall around the period again. This suggests us to exploit the gap time to model the periodic time pattern.

Then suppose a user u visited region r at time t1, t2, ..., th with period T, the probability that u will visit r at time t is as follows:

\[ P(t_u\mid r) = \mathcal{N}(\mu_{t-u}, \sigma^2), \]

where \( \mu_u \) and \( \sigma^2 \) are the mean and variance of the univariate Gaussian distribution for time t.

In summary, the generative process is illustrated in Algorithm 1, and the graphical model is shown in Figure 2.

### 3.3 Parameter Estimation

The total likelihood of full observation of \( D_u \) is:

\[ P(t, r, \theta, \mu, \Sigma, \nu, \sigma, \psi, \alpha, \lambda_0, \lambda_1, \lambda_2, \Omega) \]

\[ = \int P(r\mid \theta) P(\theta) d\theta \]

\[ \int P(t\mid \mu, \Sigma) P(\mu, \Sigma\mid \nu_0, \rho_0, \Psi) d\mu d\Sigma \]

\[ \int P(t\mid \nu, \sigma) P(\nu, \sigma\mid \nu_0, \rho_0, \Psi) d\nu d\sigma \]

We employ collapsed Gibbs sampling to obtain samples of the hidden variable assignments \( r = \{r_i\}_{i=1}^{|D_u|} \) and to estimate the unknown parameters \( \{\theta, \mu, \Sigma, \nu, \sigma, \psi, \alpha, \lambda_0, \lambda_1, \lambda_2, \Omega\} \).

Based on Equation 4, we derive the updating equation for region \( r_i \) for record \( d_i \) as follows:

\[ P(t_i = r_i \mid r_{-i}) \propto\]

\[ P(r_i \mid \theta, \mu, \Sigma, \nu, \sigma, \psi, \alpha, \lambda_0, \lambda_1, \lambda_2, \Omega) \]

\[ \int P(t_i \mid \mu, \Sigma) P(\mu, \Sigma\mid \nu_0, \rho_0, \Psi) d\mu d\Sigma \]

\[ \int P(t_i \mid \nu, \sigma) P(\nu, \sigma\mid \nu_0, \rho_0, \Psi) d\nu d\sigma \]

\[ \int P(r_i \mid t_i, \theta) P(t_i \mid \theta) d\theta \]

Here \( T_{r_i} \) and \( t_{r-i} \) are the mean coordinates and the set of all coordinates of records assigned to region \( r \) after excluding \( d_i \), respectively. The derivations are omitted due to limited space. More details can be found in [22].
When calculating the posterior predictive probability for \( t_i \), we are actually calculating how likely \( t_i \) can be inserted into region \( r \). Similarly, when deleting \( d_i \), if \( t_i \) is at the boundary of \( r \)'s time sequence, we just add one gap time, i.e., \( tg(t_i, t_i) \) or \( tg(t_i, t_i') \) (Figure 3(e) and (f)). If \( t_i \) is in the middle of the time sequence of \( r \), two new gap time \( tg(t_i, t_i') \) and \( tg(t_i, t_i'') \) will be added, and the gap time \( tg(t_i, t_i') \) will be removed (Figure 3(f)).

Since temporal pattern is defined as Gaussian distribution over gap time, given a region \( r \), the posterior predictive of adding or deleting a gap time with remainder \( e \) follows the student t-distribution:

\[
t_2e(e|\nu_r, \psi_r(\lambda + 1) \frac{\lambda}{\tau}) ,
\]

where \( \nu_r = \frac{\lambda e_0 + (n_r - 1) e}{\lambda + n_r - 1} \), \( \lambda = \lambda_0 + n_r - 1 \), \( \tau = \tau_0 + n_r - 1 \), \( \psi_r = \psi_0 + \frac{1}{2} \sum e_r \sum_{c_r} (e - e_r) \psi_r(\lambda + 1) \frac{\lambda}{\tau} (\tau e_0) \frac{\lambda}{\tau} \)

Based on the above analysis, we derive the third part of Equation 5:

\[
\begin{align*}
  t_2e(e_i, \nu_r, \psi_r(\lambda + 1) \frac{\lambda}{\tau}) & \quad \text{if } t_i < t_r,  \\
  t_2e(e_i', \nu_r, \psi_r(\lambda + 1) \frac{\lambda}{\tau}) & \quad \text{if } t_i > t_r,  \\
  t_2e(e_i', \nu_r, \psi_r(\lambda + 1) \frac{\lambda}{\tau}) \cdot t_2e(e_i, \nu_r, \psi_r(\lambda + 1) \frac{\lambda}{\tau}) & \quad \text{if } t_i = t_r,  \\
  t_2e(e_i, \nu_r, \psi_r(\lambda + 1) \frac{\lambda}{\tau}) & \quad \text{otherwise}
\end{align*}
\]

![Figure 3: Inserting and deleting \( t_i \). Dashed lines (gap time) are added, and lines with crosses are removed](image)

Here \( \nu_r \) and \( \psi_r \) are the average time remainders and the set of all time remainders assigned to region \( r \) after excluding \( d_i \), respectively. \( t_{e,k} \) is the \( k^{th} \) time point in region \( r \).

However, after each sampling iteration, \( \nu_r \) is not the period of region \( r \), because it is estimated based on time remainders, but the time remainders are calculated based on the \( \nu_r \) in last sampling steps. To address this problem, we need to turn to the period count (ct.) \( c_{i,j} \) of the gap time \( tg(t_i, t_j) \) between records \( d_t \) and \( d_j \) divided by \( \nu_r \):

\[
c_{i,j} = \frac{tg(t_i, t_j) - e_{i,j} + \nu}{\nu}
\]

Different count values \( c \) correspond to different potential periods \( \nu_r \). Recall the example in Table 2. Suppose in current iteration, \( \nu_r' \) is 8. Then the count 3 appears twice (corresponds to the gap time 23.75 and 24.35), and the counts 6 and 9 appears 6 and 9 times, respectively (corresponds to gap time 47.90 and 72.20). The three count values correspond to \( \nu_r \) values, namely, 24 (360'), 48 (600'), and 72 (900') hours. Intuitively, the best \( \nu_r \) should have smaller variance value in terms of its remainders, and its corresponding count should appear more times. Thus, we select \( \nu_r = \frac{\sum_{c \in c} \frac{(c - \#c)}{\#c}}{\#c} \), where \( e \) is calculated with \( T = \nu_r \), and \#c is the number of times count \( c \) appears. For example, the scores for \( \nu_r = 24, 48, \text{and} 96 \) are 0.0391, 563.278, and 579.278, respectively. Thus, 24 is the optimal value for \( \nu_r \).

Based on the sampling results, we can calculate the unknown parameters as follows:

\[
\hat{\nu}_r = \frac{\lambda_r + \alpha / R_{e,r}}{\sum_{e_r} n_{e,r} + \alpha} \quad \hat{T}_r = ||\hat{\nu}_r|
\]

\[
\hat{\sigma}_{\nu}^2 = \frac{\sigma_r^2}{\tau} \quad \hat{\mu}_r = \mu_r \quad \hat{\Sigma}_r = \frac{\sum_{e_r}}{\rho}
\]

### 3.4 Location Prediction

The detection of a user's periodic regions enables us to predict her location in the future. Specifically, given a target user \( u \), her records \( D_u \), and a target time \( t \), we can calculate the probability \( p_r \) of each region \( r \) based on Equation 5 without excluding any record. Then, we use the mean \( \hat{\mu}_r \) of the region \( r \) that has the greatest probability as the predicted location. Another way is to build a Gaussian Mixture Model for each target time based on the estimated \( \{ p_r \}_{r=1}^{R} \), \( \{ \hat{\mu}_r \}_{r=1}^{R} \), and \( \{ \hat{\Sigma}_r \}_{r=1}^{R} \), and sample a coordinate pair as the prediction results. We tried both methods, and found their performance is similar.

**Remarks:** Our model is robust to noise. For the spatial noise, i.e., the user's visits at locations out of her regularly visited regions, our model can simply detect and exclude them as new (noise) regions because they are less likely to be generated by the geographical Gaussian distributions of existing regions. It is more complicated to deal with temporal noise, i.e., the user's visits within regularly visited regions but the visiting time is different. Recall the example in Table 2. Suppose the person visited the coffee house again at 11:06 PM on day 8 (denoted by record \( d_8 \)). Then the time gap between \( d_5 \) and \( d_6 \) is 14.4 hour. At the beginning, our model does not know this is an irregular visit, and thus takes this visit into consideration when estimating \( \nu \). Suppose the newly estimated \( \nu \) is 20 hour. Given \( \nu = 20 \), the remainders of the gaps between records \( d_1 \) to \( d_5 \) are around 24. Thus, after several iterations, \( \nu \) becomes closer to 24, and the probability that the corresponding Gaussian distribution generates the gap between \( d_5 \) and \( d_6 \) becomes smaller. In this end, \( d_6 \) will be excluded from the region as noise.

We assume there is only one visiting peak in each period. However, for some regions there might be more than one peak. For example, the visiting records at home may center at the peaks 7:00 AM and 9:00 PM. In such a case, two regions will be detected, which share similar geographical coverage and the same period, but the visiting time are different: One corresponds to 7:00 AM; the other corresponds to 9:00 PM. It is desirable to merge such regions into one. To achieve this, we can employ several metrics to measure the proximity between the geographical Gaussian densities of two regions with the same period, such as Kullback-Leibler distance, Earth Movers Distance [26], Normalized L2 Distance, and normalized cross-likelihood ratio (NCLR) [25]. We will leave this for future work, even though our current simplified model can achieve good results on real-world datasets (Section 4).

### 4. EXPERIMENTS

In this section, we first evaluate PRED on synthetic datasets under different scenarios, and then examine its effectiveness in location prediction. In the end, we provide two case studies to illustrate the results of PRED model\(^1\). 

\(^1\)The data and code are available at [http://www quán-yuan.com/data code.html](http://www quán-yuan.com/data code.html)
4.1 Periodicity Detection on Time Series Data

4.1.1 Experimental Settings

Data Generation: We generate synthetic datasets by a set of parameters, and use the datasets with known periods to test the effectiveness of the proposed method under different scenarios. The datasets are generated as follows [28]: (1) fix a period $T$ (e.g., 24) and the center of visiting time $t$ (e.g., 12). The visiting time within each period $t_i$ around $t$ is modeled by a decay function $P(t_i) = \exp(-t(t_i))$ [6, 52]. (2) set $N = nT$ as the length of the time series. (3) sample the time sequence with sampling rate $\delta$, i.e., the record in each period segment can be observed with probability $\delta$. (4) with temporal noise rate $\gamma$, the record within a period segment is generated randomly (i.e., uniformly sampled). The default values are: $T = 50$, $t = 0$, $n = 300$, $\delta = 0.1$, $\gamma = 0.1$.

Methods for Comparison:

- Fast Fourier Transform (FFT): We employ discrete Fourier transform to find the spectral with the highest power, and use its corresponding period as the result.
- Autocorrelation and Fourier Transform (Auto): We first calculate the auto-correlation of the time series, and then use FFT to select the period with the highest power as the result.
- Auto-correlation and Fourier Transform (Periodogram) [27]. We first apply Fourier Transform to the time series and identify the range of candidate periods corresponding to the greatest power. Then for each period range given by the periodogram, we test whether there is a peak within it. If there is a peak, we return the location of the peak as the result.
- Discrepancy-based method (Discrepancy) [28]. We calculate the discrepancy score for each candidate period, which measures to which extent the records concentrate on a set of time points if we segment the records based on the period and overlay them together. The period with the largest discrepancy score is output as the result.
- Period Detection (PD). Our proposed method without considering spatial information.

Since all these baselines are designed for discrete time series, and the ground truth periods $T$ are integers, in order to make a fair comparison, we round the outputs of our method to integers. The default values of our hyper-parameters are set as follows: $\alpha = 0.1$, $\epsilon_0 = 24$, $\lambda_0 = 0.01$, $\tau_0 = 0.5$, $\psi_0 = 0.1$. The parameters of baselines are set to be their suggested values.

Evaluation Metric: Given a sequence of time records, we are interested in how well a method can discover its period. For each parameter setting, we repeat the experiment for 100 times, and report accuracy, i.e., the percentage of correct period detections over 100 trials. For our method, we report the period with the maximum number of records as the prediction.

4.1.2 Performance Study

We are interested in the performance of methods on the datasets generated by different combinations of parameters. Specifically, for each time, we vary the value of a parameter, and fix the values of the others at their default values. The accuracies of methods are plotted in Figure 4.

Figure 4 shows, with the decrease of noise rate $\gamma$ and the increase of repetition number $n$ and sampling rate $\delta$, all methods generally achieve better results for periodicity detection. Among the baselines, the performance of some baselines, e.g., FFT, is poor. The performance of other baselines, e.g., Auto, and Discrepancy can achieve good results only when the data sequence is of high quality.

4.2 Periodic Region Detection on Spatiotemporal Data

4.2.1 Experimental Settings

Data Generation: We generate synthetic datasets by a set of parameters as follows [27, 28]: (1) fix the number of region $R$, and for each region $r \in R$ we generate its distribution over geo-coordinates. In this paper, we use Cauchy distribution, a well-known Levy Flight distribution [23], as the geographical distribution. For each Cauchy distribution, we sample its mean coordinates by uniform distribution over a 10*10 map, and randomly generate a value smaller than 1 as its scale parameter. (2) For each region, randomly generate a period between 30 and 100. (3) Set $N = nT_{\max}$ as the maximum time in the time series, where $T_{\max}$ is the largest period of all regions. (4) For each period segment of each region $r$, generate a spatiotemporal record $d$ with the probability $\delta$. (5) With the probability of $(1 - \beta)$, the coordinates of $d$ are generated according to their geographical distribution, otherwise a random coordinates are selected based on the uniform distribution over the map (spa-
tial noise). (6) If \( d \) is not a spatial noise, with the probability of \((1 - \gamma)\), generate a time for it based on \( r \)'s temporal distribution (See Section 4.1), otherwise a random time is selected. The time for all records with spatial noise is also randomly selected. The default values of \( R \) and \( \beta \) are 3 and 0.1, respectively. Other parameter values remain the same as in Section 4.1.

Methods for Comparison:

- **Periodica** [27]: We first extract regions by kernel density estimation (KDE), and then estimate the period for each region using Periodogram, which has been evaluated in Section 4.1.

- **KernelDiscp**: As Periodogram is not effective in handling time sequence with large noise rate, to make a fair comparison we still use KDE to extract regions, but use the method Discrepancy to extract period.

- **Periodic Region Detection Separate (PREDsep)**. To test the effectiveness of jointly modeling spatial and temporal information, we introduce a new baseline which first extracts regions using CRP and then identifies the period using PD. Different from PRED, PREDsep does not exploit spatial and temporal information jointly.

- **Periodic Region Detection (PRED)**. Our proposed method.

Same as before, the parameters of baselines are set at their suggested values. We set the default values of our hyper-parameters as follows: \( \kappa_0 = 0.01, \rho_0 = 2, \nu_0 \) and \( \Psi_0 \) are set using the mean and covariance matrix of the record coordinates of the user, respectively. For PRED, we first disregard time and run 100 iterations on geographic locations to discover initial regions, and then run another 500 iterations on both locations and time to discover periodic regions. We discard regions with less than 10 assigned records, or with period greater than the threshold 100 as noise.

**Tasks & Evaluation Metric**:

- **Periodic Region Detection**. We check whether a method can correctly identify the regions and their according periods. A detected region is correct if it shares the same period with its nearest true region, where the distance between regions are defined using L-2 distance. We use F-1 as the evaluation metric.

- **Outlier Visit Detection**. Recall that in our generated records, some are irregular (spatial or temporal). We are interested to test whether a method can correctly detect a visit is irregular. A record is regarded as irregular if it is associated with a noise region (PREDsep and PRED) or associated with no region (Periodica and KernelDiscp). We use F-1 as the evaluation metric.

- **Period Detection for Records**. When generating the datasets, we know the corresponding period of each record. A good method should be able to detect the period to which a record belongs to. We use accuracy as the evaluation metric.

**4.2.2 Performance Study**

We evaluate the performance of all methods under different settings of parameters for all three tasks, and plot the results in Figure 6. We observe that all methods will generate better results when the data is of better quality, i.e., lower spatial noise rate \( \beta \), lower temporal noise rate \( \gamma \), greater sampling rate \( \delta \), larger number of period repetition \( n \), and smaller number of regions \( R \).

For region detection (Figures 6(a) to 6(e)), the performance of Periodica is always the worst, followed by KernelDiscp. The geographical regions extracted by the two methods are the same, but since the period detection algorithm of KernelDiscp is more effective in handling time series data with large noise rate, KernelDiscp can better find the periods for the extracted regions. Same with Periodica and KernelDiscp, PREDsep first detects regions and then estimates period for each of them. However, comparing with the two baselines, PREDsep achieves better performance. The reasons are two-fold: from the spatial perspective, PREDsep can automatically detect a proper number of regions, while the regions detected by Periodica and KernelDiscp rely on the bandwidth of Kernel density estimation greatly; from the temporal perspective, our periodicity detection method is more sensitive to small sampling rate and repetition number, as well as large noise ratio and period length. Comparing with PREDsep, PRED always generates superior results, because it exploits spatial and temporal information jointly when extracting periodic regions.

For outlier detection (Figures 6(f) to 6(j)), there are only three curves, because Periodica and KernelDiscp always generate the same results and thus their curves overlap with each other. Similarly as above, our method PRED performs much better than the baselines. It is interesting to observe that with the increase of noise rate \( \beta \) and \( \gamma \), the performance of different methods doesn’t drop obviously. This is because the number of noise records also grows. Thus, we only make comparison under the same noise rate.

For the task of period detection for records (Figures 6(k) to 6(o)), we still observe that PRED performs the best, followed by PREDsep. In contrast, Periodica and KernelDiscp are less effective in predicting the period for records.

In summary, our proposed method PRED always generates the superior results. Potential reasons are two-fold: (1) the Dirichlet process is able to correctly identify the regions; and (2) jointly modeling location and time can help improve the effectiveness of periodic region detection.

**4.3 Location Prediction on Social Media Data**

**4.3.1 Experimental Setting**

**Dataset and Evaluation Metric**: We use Gowalla check-ins (Gowalla) and Tweets (Twitter) as two datasets for location prediction, i.e., to predict the coordinates of a target user at a target
In PMM, we build two GMMs for weekdays and weekends respectively instead of one GMM for each day, because the performance of the latter is worse. We use KernelDiscp as another baseline, which can find the active timeslot in a period, and has much better effectiveness than its original version Periodica [27]. Specifically, after training the model, we know the weight $P(r)$ and period $T_r$ of each region $r$, and also know the weight $P_r(i)$ of each timeslot $i \in [0, T_r]$. Given a test instance $d$ with time $t$, we select the region $r$ that can maximize $P(r)P_r(t/T_r)$, and return its center of mass as the result. There are many other methods on location prediction [24, 29, 33, 38, 44, 51]. We do not compare with them because they require venue information that is often not available in social networks like Twitter. Since PMM is one of the baselines already, we do not further compare with its variation [41]. We set the prior of period $\varepsilon_0$ in our model PRED to be 50 in this section for the purpose of fair comparison, while other parameters remain the same in Sections 4.1 and 4.2.

4.3.2 Performance Study

Figure 8 plots the macro and micro error distance of different methods on two datasets. We can observe that the error distance of PMM is large, probably because (1) two regions are not sufficient to model a user’s mobility, and (2) a user may have mobility periods other than 1 week. KernelDiscp, which can discover various number of regions and their corresponding periods, generates better performance on Gowalla. However, its performance on Twitter is worse. This is because in Twitter data, each user has much more records. Since KernelDiscp does not consider time when discovering regions, it is more likely to group records with diverse periods into one region, making it difficult to estimate the correct region periods for location prediction. Our model PRED outper-
Figure 11: Error Distance under Different Spatial Hyper-parameters

forms the baselines significantly on both datasets in both metrics (e.g., the Micro Error Distance of PRED on Twitter is only 36.30% and 23.09% of that of PMM and KernelDiscp, respectively), owing to that we jointly model spatial and temporal information and detect regions and periods simultaneously.

We are also interested in whether one method can perform well even for users with few records. Thus, for each dataset, we divide users into 10 groups based on their record count $N$, and plot their respective error distance in Figure 9. We find that KernelDiscp performs worse for users with more records, which is in accordance with our previous observations on Twitter data. Comparing with the baselines, our model consistently achieves superior performance for users with different number of records.

We plot the error distance of PRED under different parameter settings in Figures 10 and 11. We find that PRED is not sensitive to the hyper-parameters, even for $\epsilon_0$. Potential reason is the true periods in real-world data are often greater than 50.

4.4 Case Study

We use two cases to illustrate the results of the proposed PRED model. Figure 12(a) plots the synthetically generated dataset, in which there are three regions $r_1$, $r_2$, and $r_3$. Among them, $r_1$ and $r_2$ are close to each other, and the records of $r_3$ are scattered over a large area. The periods of the three regions are 30, 51, 82, respectively. On this dataset, the kernel density estimated based methods Periodica and KernelDiscp treat $r_1$ and $r_2$ as a single region. In addition, they cannot detect $r_3$ because of its low density. As a result, these two baselines cannot detect the correct periodic regions. In contrast, our proposed model PRED is able to extract the regions and detect their corresponding periods, because it jointly exploits spatial and temporal information.

We also train the PRED model on the records of a randomly selected Twitter user. PRED discovers 4 periodic regions with period 24 hours (1 day) and 1 region with period 168 hours (1 week). Since the distances among the 4 regions with period 24 hours are small, we combine them as a new region. We plot the contours of the two periodic regions in Figure 12(b), where region $r_1$ has period 24 hours, and region $r_2$ has period 168 hours. This case study shows that our proposed method PRED is effective in discovering periodic regions from geo-annotated social media records.

5. CONCLUSION

In this paper, we studied the novel problem of extracting periodic mobility patterns from the noisy and incomplete social media data, and proposed a Bayesian non-parametric method that jointly models geographical and temporal information. Different from existing work, our method does not need a-priori knowledge about user mobility and is robust to noise by modeling the time gap between records instead of exact visiting time. Our extensive experiments on both synthetic and real-world data show that our model outperforms the state-of-the-art methods significantly. In the future, it is interesting to use the extracted periodic patterns to improve other important location-based applications, such as location recommendation [18, 29, 57] and local event detection [11, 56].
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